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Sample Space : {1,2,3,4,5,6} /

Countable sample space : {1,2,3,4,5,6}
uncountable : 0<S< 5

QPP -PRY O

Unions: AuB=1{1,3,45,6}
Intersection (joint) :anB ={35}
Complements : ac={2,4,6}
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Event . setofoutcomes of the experiment (subset of sample space).

Margina | pro babil Ity the probability of a single event occurring, independent of other events.

P(A) = % —05
Union probability: the probability of two events.
PmuB)=§

Intersection (joint) probability: tae probability of two events.

P(AnB)=§




99 - 908D

Conditional probability:

c Given event
P(ANB 2 6
P(AlB)= I(J(B))_EXZ_OS
P(A N B)



Example : calculate the probability of tossing two fair dice were the first one get

(2) and the sum of two dice less than 5

Event1 =P(D, = 2)

(o

Fvent2 =P(D,+ D, <5)

P(E1|E2) = P(E,)

P(E, N Ey) L
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Example : calculate the probability of tossing two fair dice were the first one get

(2) and the sum of two dice less than 5

P(D, = 2|D, + D, < 5)
Event1 =P(D, = 2)
Event2 =P(D,+ D, <5)

P(E;) P(E,)

PE, NE,) TLLLL

P(E |E ) — 1123|456

1= P(E

(E2) B :: 345 678

10 M 2325 6|78
P(E2=D1+D2S5)=£ B 3|4 5|6|7|8]09 :
PE N E) = - BB 4|5 6|7 8|9 100
177277 36 BB s |6 7|89 110
BB 6|7 8|9 10|11 12FH

P(E,NE,)
-1 A-h AR
1123 |4|5]|6
1123 |4|5|6]|7
2134 |5 |6|7|s8
34|56 /|7]81]09
45|67 |8]|9]10
5/6|7|8|9]10]11
6|7 |8 |90 11 12
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Example : calculate the probability of tossing two fair dice were the first one get

(2) and the sum of two dice less than 5

P(D, = 2|D, + D, < 5)
Event1 =P(D, = 2)
Event2 =P(D,+ D, <5)

P(E,) P(E,)

PE, NE,) TILLLL

P(E |E)= 1|23 |4]|5]|6
(E2) B :: 345 678

10 M 2325 6|78
P(E2=D1+D2S5)=£ By 3 2|5 6|78 9:
PE N E) = 2 BB 4|5 6|7 8|9 1008

1 2) — L, ;
e 3/3636_03 BN 5|6 |7 |8 91w 11 2%
(E1|Ez) = 10/36 BB 6|7 8|9 10|11 1R

P(E,NE,)
-1 A-h AR
1123 |4|5]|6
1123 |4|5|6]|7
2134 |5 |6|7|s8
34|56 /|7]81]09
45|67 |8]|9]10
5/6|7|8|9]10]11
6|7 |8 |90 11 12
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Conditional probability:

r— Given event
P(ANB 2 6

Multiplication Rule:
P(AnB) =P(B) P(A|B)

-/ o

f
ae Intersection Conditional
(joint)

pull out a subgroup that has one of the
characteristics already, and you want the

select someone from the entire group who has o
group probability that someone from that subgroup

has a second characteristic.

two characteristics.




Suppose there is an event 6ttendance are woman (W)
and 40% of them are pregnant (Pr). What the chance of a
person you select from this event is a woman AND pregnant
MRRIRDADNDN NN NN N
IR IR 2R R PR
40%

60%

P(W n Pr) = P(W) P(W|Pr)
=06x%x04=0.24
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Additional Rule:

P(AUB) =P(B)+ P(A) — P(ANB)

Y, AN

f union Intersection
- (joint)

select someone from the entire group who has

two characteristics.
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Suppose there is an event 60%%0 attendance are woman (W)
and 50% of class are married (M). What the chance of a
person you select from this event is a woman OR married

50% people

60% women

P(W n MW) = P(W) x P(MW)
= 06X 0.4 =024
P(W U M) = P(W) + P(MP) — P(W n MW)
=0.6 +0.5-0.24=0.86



2Bayes Theorem

b i

P(AN B)
P(B)

P(A|B) =

P(ANB) = P(B) P(A|B) = P(B n A)

_ P(BnA) P(B) P(A|B)
P(B|A) = P(4A) = P(4)

Presentation title



#:/Bayes Theorem

P(B|A) =

* * * %
P(Cy | X;& Xo& X3& X4) = P(X;| C;) * P(X,l C;) * P(X3] C;) * P(X4| C,) * P(C,)

P(X7)*P(X;) *P(X3)*P(X4)

Presentation title
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continuous values associated with each feature are assumed to be distributed

according to a Gaussian distribution . o
Gaussian distribution

0.4

density
0.2
]

[—
~
0.1

=
Il
|
L[]
=
0.0
|

= 105 -4 -2 0 2

”2 e 1 i=1 Presentation title
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#:/Multinomial Naive Bayes Classifier

Feature vectors represent the
by a multinomial distribution.
This is the event model typically used for document classification.

with which certain events have been generated

Bernoulli Naive Bayes Classifier:

In the multivariate Bernoulli event model, features are independent booleans (binary
variables) describing inputs.

binary term occurrence (i.e. a in a document or not)

Presentation title
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Lab time

Annual revenue growth

S’




Thank you
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